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ABSTRACT

Classification of Sequential data using discriminative mod-
els such as SVMs is very hard due to the variable length
of this type of data. On the other hand, generative models
such as HMMs have become the standard tool for represent-
ing sequential data due to their efficiency. This paper pro-
poses a general generative-discriminative framework that
uses HMMs to map the variable length sequential data into a
fixed size� -dimensional vector (likelihood score) that can
be easily classified using any discriminative model. The
preliminary experiments of the framework on the MNIST
database for handwritten digits have achieved a better recog-
nition rate of 98.02% than that of standard HMMs (94.19%).

1. INTRODUCTION

Classification of sequential data occurs in many pattern recog-
nition applications such as speech recognition [1] and hand-
written word recognition [2]. In these systems, generative
models such as hidden Markov models (HMMs) [3] are
used to represent these variable length sequences of vec-
tors (for continuous models) or symbols (for discrete mod-
els), and then the classification is done using Bayes decision
rule. However, for classification problems, a better solution
would be to use discriminative models such as Support Vec-
tor Machines (SVMs) and Multi Layer Perceptrons (MLPs),
which are known for their good generalization for classifi-
cation problems. This paper targets the problem of increas-
ing the performance of classifying sequential data by intro-
ducing a new framework that combines the advantages of
generative and discriminative models. Such a framework
should have all the power of the two complementary ap-
proaches [4]. The framework is composed of two stages,
namely, 1) the modelling stage, and 2) the classification
stage. For a� -class classification problem, the modelling
stage is composed of� generative models (HMMs) that are
used to map the sequential input pattern into a single fixed
�
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sized� -dimensional vector (the likelihood score), that is
the input of the second stage. The classification stage uses
a discriminative model (SVM) to classify the vectors repre-
senting the sequential patterns. The remainder of the paper
is organized as follows. Section (2) reviews related work
in the literature. Section (3) gives a brief introduction on
SVMs. Section (4) discusses the difference between gener-
ative and discriminative models, and section (5) presents the
proposed framework. In section (6), experimental results on
the MNIST database of handwritten digit are provided to il-
lustrate the advantage of the proposed framework. Finally,
conclusions are drawn in section (7).

2. RELATED WORK

Increasing the performance of HMM-based classifiers de-
pends mainly on increasing the discrimination between the
models of the classifier. In the literature, two approaches
are followed: 1) improving the parameter estimation algo-
rithms which resulted in several algorithms such as: Max-
imum Mutual Information (MMI) [5], Maximum A Poste-
riori (MAP) [6] and Minimum Classification Error [7], or
2) optimizing the model structure using Bayesian model
merging [8], model merging and splitting according to an
a priori knowledge [9], and model selection based on Dis-
criminative Information Criterion (DIC) [10]. A new ap-
proach that appeared recently in the machine learning com-
munity is the combination of generative and discriminative
models for data classification. It was shown theoretically
and experimentally in [11, 12, 13] that the combination of
both models will combine the complementary power of both
models. A first formal combination appeared in [14]. The
idea was based on extracting discriminative features using
generative models and then incorporating these features in
discriminative models. The idea was more suitable for ker-
nel methods and it was applied by extracting a kernel func-
tion (Fisher Kernel) from generative probabilistic models.
The Fisher kernel was recently applied to speech recogni-
tion and speaker verification in [4] where the probabilistic



generative models were HMMs. The proposed framework
in this paper is in general stimulated from [14] in that gener-
ative models are used to map the variable length sequential
data into a single fixed size vector using the likelihood score
instead of the Fisher score. Despite of the simpler combina-
tion method proposed, the framework boosted the results of
standard HMM results by 3.83% which shows the potential
of the generative-discriminative trend.

3. SUPPORT VECTOR MACHINES

A Support vector machine is a binary pattern classifier based
on a new statistical learning approach proposed by Vap-
nik [15]. SVMs have shown a great ability in generaliza-
tion for classification problems. The basic idea consists of
mapping the space	 
 �� 
 of the input examples into
a very high dimensional (probably infinite) feature space.
By choosing an adequate mapping, the input examples be-
come almost linearly separable in the feature space. The
optimization criterion of the SVM classifier is the width
of the margin between the classes, i.e. the area around
the decision surface defined by the distance to the near-
est training examples in the feature space. These examples
are called the support vectors because they support the de-
cision boundary, and they define the decision function of
the support vector machine. The optimization of a sup-
port vector machine consists of minimizing the number of
support vectors by maximizing the margin between the two
classes. The decision function derived by the SVM clas-
sifier for a two class problem can be formulated using a
kernel function� �� � � � � � of a new example�� (to be
classified) and a member of the support vector set� � as
follows:� �� � � 
 ��� �� � ��� �� �� � �� � � � �� where
	 � is the set of support vectors,�� � � !� � !
 is the
label of the support vector� � and �� " #. The param-
eters�� are optimized during the training process. There
are many kernel functions� �$� $�, the simplest one is the
dot product between the input pattern to classify�� and a
member of the support vectors set��� �� �� � � 
 � � ��,
which derives a linear classifier. Nonlinear SVM classi-
fier such as Gaussian radial basis functions SVM or poly-
nomial SVM classifier can be derived by an RBF kernel
�� �� �� � � 
 %&' �((�  � � (() �*+ ) �� or by using' -th or-
der polynomial kernel�� �� �� �� 
 �� � � � !�, � functions
respectively. The interested reader can find more details on
SVMs in [16, 15].

4. GENERATIVE VS DISCRIMINATIVE MODELS

In the following, we present a comparison between genera-
tive and discriminative models from the following perspec-
tives [4]:

Target of learning and the decision rule:Generative
models learn a model of the joint probability� - �� � � �, of
the input� and the label� . Their prediction is made by
computing the likelihood� - �� (� � using Bayes rule and
then picking the most likely� . On the other hand, discrim-
inative classifiers model the decision boundaries between
classes by computing the posterior probability� - �� (� � di-
rectly or learning the direct map from input� to the class
labels. Therefore, discriminative models are only concerned
with correct classification.

Learning method:Generative models use efficient and
easy techniques for Maximum Likelihood or Maximum A
Posteriori estimation such as the EM algorithm. The EM al-
gorithm provably converges monotonically to a local max-
imum likelihood solution but it requires certain model as-
sumptions that if are incorrect, the resulting model will be
biased. In addition, these algorithms can perform well even
in the presence of missing values [4]. For discriminative
models, parameter estimation is more flexible and robust
since it has less assumptions on the model.

Modular learning: For generative models, an indepen-
dent model is built for each class where each model is trained
individually on its own data set. Hence, the model does not
interact with other classes and avoids considering the whole
training set and consequently learning is simplified and the
algorithm proceeds faster. Unlike generative models, learn-
ing discriminative models requires simultaneous consider-
ation of all the data from all classes which makes training
harder, involve iterative algorithms and do not scale well
[11].

Rejection of poor or corrupted data:The likelihood
value obtained from generative models is more reliable than
the posterior obtained from discriminative models, since gen-
erative models try to represent the true density of the data.
Hence, corrupted inputs or outliers can be easily detected
by the low likelihood and consequently the design of a re-
jection rule is made easier.

5. THE PROPOSED FRAMEWORK

The above mentioned advantages and disadvantages led us
to propose a new framework that combines the advantages
of both models and overcomes the disadvantages of each
separately. The framework consists of two stages, namely 1)
the modelling stage, and 2) the classification stage. Figure
1 shows a block diagram of the proposed framework.

The modelling stageis the first stage of the proposed
framework and it consists of generative models (HMMs in
in this context). It has the basic role of mapping the sequen-
tial pattern.� into a single fixed size vector� � � /0 . The
basic idea for the modelling stage is as follows. For a� -
class problem, each HMM is trained with a set of examples
that belongs to its class. However, when using the maxi-



Fig. 1. A block diagram of the proposed framework

mum likelihood decision rule to classify a new input pattern
.� , each model12 is given the input pattern.� to com-
pute the forward probability� -2 �.� (12 � [3] and the hope
is always that the model of the correct class will output the
highest likelihood. In the proposed framework, the mod-
elling stage gets more information from all the models of
the modelling stage in a� -dimensional real vector� (the
likelihood score). In that sense, the modelling stage repre-
sents each sequential input as a point in the new space/0 ,
or more formally, it can be considered as a nonlinear map-
ping function3 such that3 4 /5 6 /0 .

The classification stageis the second stage of the pro-
posed framework. It consists of a discriminative model that
has the role of classifying the likelihood scores represent-
ing the sequential patterns. In fact, the discriminative stage
acts as an ordinary classifier and its input is the output of
the modelling stage which acts as a feature extraction layer.
Increasing the discrimination between the generative mod-
els implies more discriminative feature vectors and conse-
quently more accurate classification.

To elaborate more the idea behind the framework, con-
sider the simple classification problem with�  classes, where
each class is represented by a single HMM, and that the data
(training set and test set) are i.i.d drawn from the same un-
known distribution and they exist in a space7 . The set of
� models estimated form the training data form a set of
local densities that allocate a certain part in the space7 . Al-
though it is desired to have these densities far apart from
each other in order to reduce the Bayes error, real life data
(with noise, outliers and similarity between classes in some
cases) do not produce perfectly separated densities and am-
biguities and overlaps can exist easily. Recall that the den-
sities can be close to each other, the likelihood score of the
HMM measures the closeness of the pattern to the model
itself, or how likely the model has generated this sequence.
The proposed approach is stimulated from this observation.
That is, the likelihood scores obtained from the different
HMMs should have a high score from the correct class, and
low scores from other classes where each low score repre-

sents how likely this model has generated this pattern. In
other words, each model votes for the input pattern and in-
stead of considering the maximum vote, all votes are con-
sidered and taken as an input for a classifier that learns the
voting of these models. Therefore, when the maximum like-
lihood misses the correct class, the second stage classifier
can recover some of the errors by using the information
from other models. Apparently, the approach can be con-
sidered as a classifier combination scheme.

6. EXPERIMENTAL RESULTS

We designed a simple prototype for the proposed framework
to conduct some preliminary experiments on the recognition
of unconstrained handwritten digits. The experiments were
conducted on the MNIST database [17], one of the very
well known databases for unconstrained handwritten dig-
its that has a training set of 60,000 samples and a test set of
10,000 samples from approximately 250 writers. The dig-
its are cropped and scaled to be contained in a 20x20 pixels
images. The gray level values of the images were normal-
ized to be from 0 to 1. To extract the sequential data from
these images, we used a sliding window with 3 pixels width,
20 pixels height and an overlap of 2 pixels between succes-
sive windows that scanned the image from left to right. A
feature vector is extracted from each window by computing
the average gray level value in each row of the window, i.e.
the sum of gray level pixels in each row divided by the win-
dow width. This resulted in an observation sequence length
of 18 vectors from each image. The HMMs of the mod-
elling stage consisted of 10 discrete HMMs. Each model
had 10 states with a simple left-to-right topology with self-
state transition. Three codebooks of size 1024, 512 and 256
were constructed using the K-Means clustering algorithm.
In order to overcome the problem of initialization of the K-
Means, the algorithm was run using 10 different initializa-
tions. Since the output probabilities of the models are usu-
ally very small, the negative log of the output probabilities
were stored instead. For the classification stage, the package
of 	 � 8 9�:;< V 5.00 [18] was used as to construct the dis-
criminative models. The stage consisted of 10 SVM mod-
els (one against all strategy) with a Gaussian kernel. The
constant parameter= of the kernel was fixed to 10 and the
gamma parameter [18] of the kernel was adjusted until the
minimum error rate could be achieved on a predefined vali-
dation set. Table 1 shows a comparison between the results
obtained from the HMM-based classifier only (>?@ column)
on the test set with different codebooks and the results ob-
tained from the proposed framework. It can be seen from
Table 1 how the framework significantly boosted the results
of the standard HMMs.



Table 1. Comparison of performance of the HMMs and the
proposed framework on the test set.

CodeBook size HMMs Proposed framework
256 93.53 % 97.8 %
512 93.97 % 97.89%
1024 94.19% 98.02%

7. CONCLUSION & FUTURE WORK

We introduced a new framework that combines generative
and discriminative models for the classification of sequen-
tial data. The framework outperformed standard HMMs by
3.83%, when tested on the MNIST database for handwrit-
ten digits which illustrates the advantages of the framework.
The performance of the framework depends mainly on the
modelling capability of the HMMs in the modelling stage.
Increasing the discrimination between the HMMs will help
the discriminative stage to have better decision boundaries
between classes. Such an improvement can be achieved by
using mixtures of generative models and training the mod-
els using MCE [7]. As for the discriminative stage and for
real life applications such as speech recognition, neural net-
works can replace SVMs for two reasons; 1) despite that
speeding up the test time of SVMs is currently a hot re-
search topic in machine learning, yet, MLPs have a faster
testing time compared to SVMs, and 2) the output of MLPs
is more meaningful since it can be considered as a posteriori
probability of the input pattern, unlike the output of SVMs
which is the distance of the input pattern from the margin of
the classifier.
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